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Abstract

Differential scanning calorimetry experiments were conducted on a thermotropic polyester. The experimental results consists of a series of

thermograms measured on heating after different thermal histories that contained (or not) an isothermal stage at a temperature Ta below the

glass transition with a duration ta: The thermogram showed the characteristic peak in the region of the glass transition. The calculation of the

relaxation times of the co-operative conformational rearrangements related to the glass transition and structural relaxation phenomena has

been conducted by curve fitting using a phenomenological model. The curve fitting procedure was conducted simultaneously on a fixed

number n of experimental thermograms. The aim of the paper is to present a method to estimate the uncertainty in the calculation of the

model parameter. The results show how the computer simulated thermograms agree quite well to the experimental data. The uncertainty in

the model parameters and through them the uncertainty in the calculated relaxation times is quite important when the number of experimental

curves n is small but rapidly decreases as n increases and if more than five curves are used simultaneously in the fitting routine both the values

of the model parameters and their uncertainty become independent on the number and thermal histories of the experimental thermograms.

q 2004 Published by Elsevier Ltd.
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1. Introduction

Differential scanning calorimetry is a suitable technique

for the study of the conformational mobility of amorphous

materials since it allows an accurate control of the thermal

history of the sample

When an amorphous material (or an amorphous phase in

a heterogeneous material) initially in equilibrium at a

temperature T1 is subjected to an instantaneous change of

temperature until the temperature T2; the response of the

material has an instantaneous component (an instantaneous

variation of the volume, enthalpy or entropy, elastic

modulus, refraction index, dielectric permittivity etc.) and

a delayed one, the latter is called the structural relaxation. In

terms of the enthalpy, we will call heqðT1Þ the equilibrium

value of the enthalpy at the temperature T1; hðT2; 0Þ to the

value reached immediately after the temperature step and

hðT2; tÞ the value at time t: At infinity time hðT2; tÞ should

reach the equilibrium value of the enthalpy at the

temperature T2; heqðT2Þ: It has been proved that the kinetics

of the structural relaxation can be characterised by a

distribution of relaxation times in which the average

relaxation time depends both on the temperature T2 and

on the value of the relaxing variable hðT2; tÞ (an equation

based on a single relaxation time, even if it is dependent on

the value of the enthalpy, cannot reproduce the well known

experimental feature called memory effect). On the other

hand a distribution of relaxation times depending only on

the temperature is not able to reproduce the asymmetry of

the relaxation process for positive and negative temperature

jumps). The temperature dependence of the relaxation times

follows the Vogel – Fulcher – Tamman – Hesse VFTH

equation [1–3]. There is a narrow range of temperatures

in which the values of the relaxation times attain the

characteristic experimental times and then the glass

transition is apparent. Below this temperature range the

material is out of thermodynamical equilibrium immersed in

the process that try and take it to the equilibrium state.

Above the glass transition range the relaxation times are
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short enough to allow the sample to reach the equilibrium

state in a time interval shorter than the period needed to take

any experimental datum and thus the observed state always

corresponds to equilibrium. The glass transition appears

thus as a consequence of the existence of the structural

relaxation process. The glassy state is identified with the

instantaneous response of the material and, in particular, the

heat capacity at constant pressure in the glassy state is

cpg ¼
›½heqðT1Þ2 hðT2; 0Þ�

›ðT1 2 T2Þ

�
p

while the heat capacity at constant pressure in the

equilibrium liquid state is

cpl ¼
›½heqðT1Þ2 heqðT2Þ�

›ðT1 2 T2Þ

�
p

The difference Dcp ¼ cpl 2 cpg is the configurational heat

capacity.

It is not possible to perform accurate isothermal

experiments in DSC because the value of the changes in

the enthalpy of the sample due to structural relaxation is not

high enough. Instead, the specific heat of the sample is

measured during a heating scan performed in a temperature

interval that includes that of the glass transition. Previously

the sample has been subjected to a thermal treatment that

starts with the sample in equilibrium at a temperature well

above the glass transition. This thermal treatment includes

cooling at fixed rates and isothermal periods at temperature

Ta (the annealing temperature) with duration ta (annealing

time). The thermograms measured after annealing shows a

characteristic peak in the heat flow or the heat capacity. The

position of this peak depends on the values of the annealing

temperature and time. There is not a direct way to determine

the relaxation times of the structural relaxation times from

the experimental thermogram (as it could be made in

dielectric or dynamic-mechanical experiments), instead it is

necessary to build complicated nonlinear models to simulate

the process suffered by the sample during the experiment.

As the model equations contain the temperature and

structure dependence of the relaxation times, the compari-

son between the model simulation and the experimental

thermograms allows to determine the evolution of the

relaxation times along the thermal profile of the experiment.

Several models have been extensively used for these

calculations [3–12]. They use to contain four or five

fitting parameters that characterise the dependence of the

relaxation times with temperature and the relaxing

variable (fictive temperature, entropy or enthalpy) and

the shape of the relaxation function. The set of

parameters can be determined by curve fitting, looking

for the best agreement between the model simulated

thermograms and the experimental ones. When the fitting

routine is conducted for a single thermogram, it has been

frequently found that the model parameters depend

systematically on the thermal history, i.e. on Ta and ta

when the sample was subjected to annealing or on the

cooling rate from equilibrium [13–18]. This is obviously

unacceptable from the point of view of the theory as the

relaxation times must be independent on the thermal

history. This behaviour can be interpreted as the fail of

some of the model assumptions but at least partially it

comes from the fact that the model parameters are

strongly correlated [5,9,11,12,14,19]. Average values

were assumed sometimes to represent the behaviour of

the material but the curve fitting method can be

improved if various experimental thermograms are fitted

simultaneously [10,11,16]. A different approach is to

look for a characteristic of the experimental thermo-

grams, which should depend only on one model

parameter and that, as a consequence, allows to

determine it independently from the rest. This is the

case of the apparent activation energy at the glass

transition temperature Dhp in the Narayanawasmany–

Moynihan model [3,4] that can be obtained from the

dependence of the glass transition temperature on the

cooling rate from equilibrium [20], or the determination

of the structural parameter x using the peak-shift method

[21,22], and recently the possibility of determining the b

parameter of the stretched exponential from the shape of

the temperature modulated differential scanning calori-

metry, TMDSC [24].

There is few information in the literature about the

uncertainty in the determination of these parameters and

through them the uncertainty of the determination of the

structural relaxation times [14,23]. The aim of this work is

to propose a method to carry out this kind of study. The

method proposed will be applied in this work in the case of

the model proposed in reference [11], nevertheless it could

be applied to other models as well.

Recently, the temperature modulated differential scan-

ning calorimetry, TMDSC, has been used do provide a

direct determination of the structural relaxation times from

the calorimetric measure. It has been proven [25] that there

is a good agreement in the case of polystyrene between the

values of the relaxation times calculated from TMDSC and

form conventional DSC using the model described below

and a curve fitting procedure to determine the values of the

model parameters.

1.1. Model based on the evolution of the configurational

entropy

The model has been explained elsewhere and has been

applied in different amorphous [11,12,26,27] and semi-

crystalline polymers [28], including polymer networks [29,

30] and liquid-crystalline polymers [31], thus only the main

equations will be included here.

The evolution of the configurational entropy during a

thermal history that consists of a series of temperature

jumps from Ti21 to Ti at time instants ti; followed by
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isothermal stages is given by:

ScðtÞ ¼ Slim
c ðTðtÞÞ2

Xn

i¼1

ðTi

Ti21

Dclim
p ðTÞ

T
dT

 !
fðj2 ji21Þ ð1Þ

where j is the reduced time [4]:

j ¼
ðt

0

dt0

tðt0Þ
ð2Þ

The function tðtÞ is determined implicitly by the

dependence of t on T and Sc during the thermal history, a

dependence which is assumed to obey the equation of Adam

and Gibbs [32] extended to non-equilibrium states (as

proposed by Scherer [7] and Hodge [8]):

tðT ; ScÞ ¼ A exp
B

TScðj;TÞ

� �
ð3Þ

and the relaxation function is assumed to be a stretched

exponential of the reduced time:

fðjÞ ¼ expð2jbÞ ð4Þ

Slim
c ðTÞ represents the value of the configurational entropy

attained in the physical ageing process at infinite time, and

Dclim
p ðTÞ is defined through

Slim
c ðTiÞ2 Slim

c ðTi21Þ ¼
ðTi

Ti21

Dclim
p ðTÞ

T
dT : ð5Þ

Thus, if Tp is a temperature above the glass transition

region, for any temperature T ; in the glass transition

temperature interval or below it,

Slim
c ðTÞ ¼ Seq

c ðTpÞ þ
ðT

Tp

Dclim
p ðTÞ

T
dT ; ð6Þ

with

Seq
c ðTÞ ¼

ðT

T2

DcpðTÞ

T
dT ð7Þ

where DcpðTÞ is the conformational heat capacity, here

taken as the difference between the heat capacities of the

liquid and the glass, DcpðTÞ ¼ cplðTÞ2 cpgðTÞ (a linear

dependence of DcpðTÞ with temperature has been assumed

in this work) and T2 is the Gibbs – DiMarzio [33]

temperature at which the configurational entropy in the

equilibrium liquid would vanish.

The phenomenological models of the structural relax-

ation usually assume that the state attained at infinite time in

the structural relaxation process at a temperature Ta; can be

identified with the extrapolation to Ta of the equilibrium line

experimentally determined at temperatures above Tg [5–9].

When the models are based on the fictive temperature

concept Tf this is simply a result of the identification of the

limit of Tf at infinite time with T : In the context of the model

used in this paper this means that:

Slim
c ðTÞ ¼ Seq

c ðTÞ: ð8Þ

However, it has been shown that the agreement between the

model simulation and the experiments is highly improved

when the model includes an assumption leading to values of

Slim
c ðTÞ significantly higher than those of S

eq
c ðTÞ [11,12,

25–27,29–31], and the results in this work also support this

idea. The definition of the curve Slim
c ðTÞ introduces new

adjustable parameters in the model. The shape shown in

Fig. 1 has been chosen because it needs only one additional

parameter d (defined as shown in the figure).

2. Experimental

The semi-rigid polymer studied in this work, poly-

(oxy(2,2-dialkypropane-1,3 diyl) carboxylbisphenyl-4,40

dicarbonyl), abbreviated DP1.3, was synthesised in the

Physical Chemistry laboratory of Duisburg by M.Hess e. a.

The number ‘3’ indicates the number of carbons of the side

chain attached to the tertiary carbon of the propyl spacer.

The molar masses of this polymer were determined with

size exclusion chromatography in line with multi angle laser

light scattering. The results are kMwl ¼ 36500 g=mol and

kMnl ¼ 7200 g=mol:

The calorimetric experiments were performed in a

Perkin–Elmer DSC7 on a single encapsulated sample.

The thermograms were recorded only on heating, after

subjecting the sample to a thermal treatment that started at

423 K with the sample in equilibrium. In a series of

experiments the sample was first cooled at 20 K/min to the

annealing temperature of 353 K, kept at this temperature for

a time ta and cooled again at 20 K/min to 303 K, the heating

scan followed at 20 K/min. Six of these experiments were

conducted with annealing times 8040, 4800, 1330, 850, 480,

and 120 min. (The recorded thermograms will be designed

Fig. 1. (a) Sketch of the configurational entropy corresponding to the liquid

state (dashed line), to an experimental cooling scan at a finite cooling rate

(solid line), and to the hypothetical line of the limit states of the structural

relaxation process (dashed-dotted line). (b) cpðTÞ lines corresponding to the

three cases described in (a): the dashed line corresponds to the liquid state

cplðTÞ the solid line corresponds to an experimental cooling scan, and the

dashed-dotted line corresponds to the specific heat capacity in the limit

states of the structural relaxation process: clim
p ðTÞ: The fitting parameter d;

shown in the figure characterizes the difference between the slopes of the

S
eq
c ðTÞ and Slim

c ðTÞ lines below the glass transition.

A. Saiter et al. / Polymer 45 (2004) 2743–2750 2745



by consecutive number A to F, respectively). In addition

three experiments were conducted in which the sample was

cooled from 423 to 303 K at different cooling rates q2 and

then the thermogram was recorded on heating at 20 K/min.

The thermograms recorded after thermal histories of this

type with q2 ¼ 1; 20 and 50 K/min will be called with

numbers G; H and I respectively.

3. Results

The nine thermograms are represented in Fig. 2, showing

the well known behaviour reported in many amorphous,

semicrystalline and liquid-crystalline polymers for this type

of experiments. The experimental curves are shown by

circles and the full lines correspond to the curve calculated

by the model. The peak shown in the thermogram shifts

towards high temperatures and grows as the annealing time

increases.

The decrease of the cooling rate also produces a

significant overshot in the thermogram. The temperature

of the peak when the sample is cooled at 20 K min21 is

around 1.6 K below that of the peaks measured after cooling

at 1 and 50 K min21 which are quite close to each other.

This feature has been described in the literature [6,12,34] it

is also clear in the results of reference [31] and although not

shown explicitly in the papers it is also clear in the results

obtained in very different polymer systems which were

studied in references [11,25–27,29,30]. The temperature of

the peak shown in the heating thermogram first decreases

as the cooling rate increases from very low values, goes

through a minimum and increases again for increasing

values of the heating rate. The differences in the temperature

of the maximum are small: between 1 and 28 for cooling

rates varying between 0.5 and 50 K min21 in the polymers

mentioned above.

3.1. Curve fitting. Determination of the uncertainty in the

model parameters

It has been reported many times that in this model there is

a strong correlation between the model parameters,

specially between B and T2; i.e., there are several sets of

model parameters which yield the same model calculated

thermograms. Thus, the first step in the fitting procedure was

to conduct the least-squares search routine with fixed values

of parameter B: In this step the nine experimental

thermograms were fitted simultaneously. To do that the

objective function to be minimised was

EC ¼
X9

i¼1

Xxxx

j¼1

ðXij 2 xijÞ
2

Xij

ð9Þ

were Xij is the j-sm experimental value measured in the

thermogram i and xij is the value calculate with the model

equations for the same temperature and thermal history. The

quadratic error was divided by the experimental value in

order to decrease the importance of the points around the

maximum. When this correction is not included the fit of

the low-temperature side of the transition can be poorer with

no significant benefit in the fit of the position at height of the

maximum.

Table 1 shows the sets of parameters d; b; T2 and ln A

that gives the minimum value of the error function for

different values of B: The curves calculated with the model

equations with B ¼ 550 J=g and the rest of parameters

according to Table 1 are represented by the full lines in

Fig. 2. As the fit of the experimental result to the model

equations is not perfect, the search routine tends to find a

solution in which the error in the fit of thermograms with

small or no peaks is much higher than the error in those with

higher values of the heat flow because in this way the total

error is smaller. Thus, in the case of the nine thermograms

represented in Fig. 2, the thermograms G; H and I (In fact H

and I; corresponding to cooling from equilibrium at 20 and

50 K/min are nearly identical) are quite poorly fitted. On the

Fig. 2. Experimental thermograms measured on heating. The experimental

curves are shown by circles and the full lines correspond to the curve

calculated by the model. The thermal treatments before the measuring scan

were as follows: (A to F) thermograms measured after annealing at 353 K

for 8040, 4800, 1330, 850, 480 and 120 min respectively, (G to I)

thermograms measured after cooling the sample from 423 to 303 K at 1, 20

and 50 K/min, respectively.

A. Saiter et al. / Polymer 45 (2004) 2743–27502746



contrary the other six thermograms are well described with

the same set of parameters. This is not an indication that the

model equations describe better some specific thermal

histories, the thermograms G; H and I can be well

reproduced but with a set of model parameters which

would be slightly different than the set obtained in the

simultaneous fit of the nine thermograms. This introduces

an uncertainty in the determination of the model parameters

and the aim of this work is to study this uncertainty.

The curves calculated with the other sets in Table 1, i.e.,

with different values of B exactly superposes on the curves

shown for B ¼ 550 J=g; and as a consequence the value of

the objective function is nearly the same for all of them. In

fact EC slightly decreases as the value of B increases. From

the set of parameters it is possible to calculate the

temperature dependence of the relaxation times in equili-

brium, obtained by substitution of Eq. (7) into Eq. (3). As

shown in Fig. 3 the relaxation times in equilibrium

calculated from different sets of parameters of Table 1 are

also equal to each other while they are in the order of

magnitude which is significant for these experiments,

although they start deviating from each other at relaxation

times below 0.01 seconds. The correlation between B and T2

is quite apparent: the latter decreases as B increases. Some

additional information is needed to determine the value of

one of these parameters independently. This information

may come from additional experiments or theoretical

arguments. For example experimental data similar to

thermograms G to I allow to determine the dependence of

the glass transition temperature measured in the heating

scan on the cooling rate q2: It has been shown that

› ln teq

›1=T
¼ 2

› ln q2

›1=Tg

¼
Dhp

R
ð10Þ

this relationship has been frequently used to calculate the

apparent activation energy Dhp of the Narayanaswamy–

Moynihan [3,4] model. Nevertheless, as shown in Table 1,

the differences in the values of Dhp=R; the right hand term of

Eq. (10), calculated with the different sets of parameters are

not significant and the experimental datum of the left hand

side of the equation cannot be used to discriminate between

them.

A rough approximation can come from the values of T2

or the pre-exponential factor A; the former should be around

508 below the glass transition temperature (the value of

Tg ¼ 94:8 8C was calculated from the scan measured after

cooling at 20 8C/min as the mid point of the rise of the heat

capacity in the transition) and the later should be around

10214 s, i.e. ln A < 232: These criteria allows to reject

values of B higher than around 1000 J/g. In the rest of the

work we will assume that a value for B can be fixed, we will

take B ¼ 550 J=g and we will present a way to characterise

the uncertainty in the determination of the rest of

parameters.

The procedure we propose to do that is to apply the curve

fitting method to different sets of experimental curves and

analyse statistically the values of the parameters found by

the least squares search routine. Thus, for instance, with our

set of nine experimental thermograms it is possible to select

126 different groups of 5 experimental curves, fit the model

to any of them and analyse the scattering in the values of the

parameters found. This procedure was followed with the 9

possible sets of one curve, 36 sets of two curves, 84 sets of

three curves, 99 sets of 4 curves, 60 sets of 5 curves, 82 sets

of 6 curves, 31 sets of 7 curves and 9 sets of 8 curves. Fig. 4

gives the average and standard deviation of each parameter

as a function of the number of experimental thermograms

included in the simultaneous fitting routine.

The uncertainty in the fitting parameters is highly

dependent on the number of curves used in the fitting

routine and clearly the fit to a single experimental

Table 1

Model parameters (d; b; T2; ln A) found by simultaneous curve fitting of the

nine experimental thermograms, keeping the value of B fixed. The value of

the error function (EC), the apparent activation enthalpy in equilibrium at

TgðDhp=RÞ and the fragility parameter ðmÞ are also included

B (J/g) d b T2 (8C) LnðA=sÞ EC Dhp=R (kK) m

300 0.073 0.42 47.0 222.8 0.3074 74.02 87.38

400 0.062 0.42 38.6 225.7 0.30386 70.82 83.60

450 0.063 0.41 35.5 227.3 0.30305 71.34 84.22

500 0.062 0.42 32.5 228.8 0.30176 71.59 84.52

550 0.062 0.42 29.6 230.2 0.30021 71.69 84.63

600 0.061 0.42 26.8 231.5 0.30148 71.68 84.63

650 0.061 0.42 24.1 232.7 0.2986 71.63 84.57

700 0.060 0.42 21.6 233.9 0.2946 71.77 84.73

800 0.061 0.43 17.0 236.2 0.2906 72.24 85.28

900 0.059 0.44 12.3 238.1 0.28632 71.88 84.86

1000 0.059 0.44 8.1 240.0 0.28213 71.97 84.96

1500 0.056 0.45 210.5 247.8 0.26254 71.50 84.41

Fig. 3. Temperature dependence of the relaxation time in equilibrium

(calculated with Eqs. (3) and (7)) with B ¼ 400 J=g (B), B ¼ 550 J=g (A),

B ¼ 800 J=g (O), B ¼ 1000 J=g (W) and B ¼ 1500 J=g (V) and the rest of

model parameters according to Table 1.
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thermogram is not representative at all of the material

behaviour. There is a broad collection of sets of fitting

parameters that are able to reproduce a single experimental

thermogram with similar accuracy and as a consequence the

least-squares routine stops in any of the many possible

solutions. If the number of curves is 6 or more, the average

values of the parameters are nearly constant and the

standard deviation is the same when 7 or 8 curves are fitted

simultaneously. Some points in Fig. 4 appear to fall out of

the pattern of the rest of results. This was clearly due to the

fact than in several fits the search routine failed to reach the

minimum value of the error function. Nevertheless these

points were not rejected and all the results were included in

the statistical analysis.

If the uncertainty is calculated considering the fits using 8

thermograms, for B ¼ 550 J=g; the values of the rest of

parameters would be d ¼ 0:072 ^ 0:007 J=g K; b ¼

0:420 ^ 0:002; T2 ¼ 32:2 ^ 1:4 8C; ln A ¼ 231:6 ^ 0:7 s:

The nine sets of parameters obtained are included in Table

2. The value of d is around a 28% of the configurational heat

capacity what means that the Slim
c ðTÞ line is significantly

different from S
eq
c ðTÞ at temperatures below the glass

transition.

The uncertainty in the relaxation times calculated by the

model equations and through them the uncertainty in other

important parameters as the apparent activation energy in

equilibrium at Tg or the fragility parameter can also be

obtained. The relaxation time was calculated with the

different sets of parameters included in Table 2. From the

tðTÞ curves calculated for the heating scan measured in a

sample that was previously cooled from equilibrium at

20 8C/min (Fig. 5), we determined the apparent activation

energy both in the glassy state,

Eag ¼ R
› ln tg

›1=T
;

where tg is the relaxation times calculate at low tempera-

ture, between 70 and 85 8C, in the glassy state and R is the

gas constant. The apparent activation energy Dhp in

equilibrium at Tg was also calculated using Eqs. (3) and

(7) and the fragility parameter [35]

m ¼
› ln teq

›Tg=T

�����
Tg

The mean values and standard deviations were calculated

from the set of nine values corresponding to Table 2. The

absolute value of the relaxation time in equilibrium at the

glass transition temperature was also considered. The results

are Dhp=R ¼ 75:6 ^ 3:3 kK; m ¼ 89:2 ^ 3:9; Eag ¼ 18:7 ^

0:2 K21; teqðTgÞ ¼ 10:9 ^ 1:0 s:

This calculation has been performed considering that B

can be evaluated independently from the series of

experimental thermograms, but it is interesting to note

that even in the case that B is not precisely determined, the

uncertainty in the values of the relaxation times is still

acceptable. To show this point the same procedure

explained above was followed with the different sets of

parameters in Table 1 corresponding to values of B between

400 and 1500 J/g. The Ahrrenius plots showing the

evolution of the relaxation time during the scan is

Fig. 4. Standard deviation of the parameters d (V), b (A), T2 (O) and ln A

(W) as a function of the number of experimental thermograms simul-

taneously fitted in the least squares search routine.

Fig. 5. Temperature dependence of the relaxation time calculated with the

model equations for a heating scan at 20 8/min after cooling the sample at

20 8/min from equilibrium. Nine curves has been represented, calculated

with the parameters determined by the least squares routine conducted with

the nine posible sets of eight thermograms (Table 2).
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represented in Fig. 6. The results are now Dhp=R ¼

71:8 ^ 7:7 kK (as was already mentioned above), m ¼

84:8 ^ 0:91; teqðTgÞ ¼ 10:2 ^ 1:6 s: The apparent acti-

vation energy seems to increase with increasing B at least

for values of B higher than 500 J/g, considering all the

values of table one an estimation of Eag ¼ 19:1 ^ 1:3 K21:

4. Conclusions

The determination of the relaxation times of the

structural relaxation process from the experimental DSC

thermograms can be quite accurate if a series of thermo-

grams measured after different thermal histories are

available. The curve fitting should be conducted simul-

taneously to a significant set of these thermograms. It makes

no sense to fit the model equations to a single thermogram.

There is a strong correlation between the parameters B and

T2; which comes from the correlation existing in the

corresponding parameters in the Vogel equation. This

implies that some additional information is necessary to

obtain precise values of any of these parameters, never-

theless this problem does not invalidate the calculation of

the relaxation times.
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Privalko VP. J Non-Cryst Solids 1999;244:172.

[31] Mano JF, Alves NM, Meseguer Dueñas JM, Gómez Ribelles JL.
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